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Virtually every chemistry laboratory today contains 
one or more magnets. These are frequently incorpo- 
rated into an NMR or EPR spectrometer or into an 
instrument for the measurement of the static magnetic 
susceptibility. In each of these cases, the response of 
the system to the applied field is to resolve some of its 
degenerate energy levels. That is, an electron spin S 
= 1/2  system has a degenerate ground state corre- 
sponding to m, = and an external field Ha splits 
this state into two levels, separated by an amount 
gpgHa, where g is a factor characteristic of each par- 
ticular system and pB is the Bohr magneton. This so- 
called Zeeman splitting leads in turn to a paramagnetic 
susceptibility or an EPR signal, depending on the 
measurement being performed. A similar phenomenon 
occurs with nuclear spin systems, and this in turn re- 
sults in NMR absorption. An earlier Account’ reviewed 
several aspects of the magnetic properties of transi- 
tion-metal complexes. Zero-field splittings, the Zeeman 
term, and magnetic exchange interactions were dis- 
cussed, and several typical examples of magnetic or- 
dering phenomena were described. The bulk of the 
discussion concerned chemical systems and their 
spontaneous interactions in the absence of a large ex- 
ternal magnetic field. 

It is widely recognized that an applied field causes 
the destruction of ferromagnetism. That is, the field 
causes the electronic spins in a ferromagnet to align 
with the field, overcoming the spontaneous exchange 
interaction between the spins. This is called saturation. 
It is not as generally realized by chemists that an ap- 
plied magnetic field can perturb a system so strongly 
as to cause a phase transition. The ratio of g p f l a / k B T  
is generally the quantity of interest, because it measures 
the competing tendencies of the applied field to align 
the spin system with it vs. the thermal agitation caused 
by increasing the temperature. Thus, field-dependent 
magnetic phenomena are most conveniently explored 
at  high fields and low temperatures. One example of 
a system which is very sensitive to external fields is an 
antiferromagnet, which is a system in which the mo- 
ments on different sublattices are spontaneously op- 
posed, leading to zero net moment at low temperatures. 
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The direction in the crystal which is parallel to the 
direction of spin alignment is called the preferred or 
easy axis. Cooling a paramagnet in zero applied field 
leads to a phase transition to an antiferromagnetic state 
at some temperature, T,. This yields one point on the 
H = 0 axis of an Ha vs. T phase diagram (Figure 1) 
corresponding to the magnetic ordering or NBel tem- 
perature, T,(Ha = 0)  E T,(O). 

When a field is applied parallel to the preferred axis 
of spin alignment in an antiferromagnet, it tends to 
compete with the internal exchange interactions, 
causing T,(Ha) to drop to a lower value as Ha increases. 
Thus a phase boundary between antiferromagnetic (AF) 
and paramagnetic (P) states begins to be delineated on 
the Ha-T diagram, as is illustrated in Figure 1. 

However, another phenomenon also can occur. When 
the system is in the antiferromagnetic state, Le., a t  T 
< T,(O), and the field is again applied parallel to the 
preferred axis, a different kind of phase transition can 
occur. This is called spin flop, for when the field 
reaches a critical value, the moments flop perpendicular 
to the field (Figure 1). This is then the thermodynam- 
ically favored state, and the transition is first order. 
That is, there is a discontinuity in the magnetization 
(net alignment of spins) on crossing the AF-SF phase 
boundary. If the susceptibility of the system is mea- 
sured at constant temperature as the field is increased, 
a peak is usually observed on crossing this boundary. 
As the field reaches high enough value, there is finally 
a transition from the spin-flop state to the paramagnetic 
state. 

By contrast, the AF-P and the SF-P transitions are 
continuous or second-order transitions, as is implied by 
the moving of the moments in the SF phase suggested 
in Figure 1. The magnetization changes continuously 
as the boundary is crossed, and the susceptibility a t  
constant temperature only exhibits a change in slope 
at the phase transition field. 

Before completing the discussion of spin-flop phase 
diagrams and the information which can be gained from 
the study of them, it will be instructive to consider a 
separate topic, that of level-crossing experiments. In 
these, the applied field not only splits a degenerate 
energy level (in a paramagnetic system) but it can also 
cause levels which are close in energy to mix with one 
another in certain situations. Degeneracy can, for ex- 
ample, be driven into the ground state by the applied 
field. In systems which meet certain requirements 
described below, this can even lead to a new phenom- 
enon, field-induced magnetic ordering. This is contrary 
to the usual effect of a magnetic field, as we have al- 

(1) R. L. Carlin, Ace. Chem. Res., 9, 67 (1976). 
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Figure 1. Phase diagram (schematic) for a typical antiferro- 
magnet with small anisotropy with the external field applied 
parallel to the preferred axis of spin alignment. The point marked 
T,  is the NBel temperature, TCWa = 0). The bicritical or triple 
point is found where the three phase boundaries meet. 

ready seen that an external field destroys ferromagne- 
tism or may cause spin flop in an antiferromagnet. 

I t  should be clear from the above that the first 
problem to be faced in characterizing a magnetic system 
is the determination of the magnetic properties and spin 
structure in zero applied field. This usually requires’ 
the measurement of both the specific heat and the 
magnetic susceptibility. The most reliable method for 
measuring a susceptibility is by the ac mutual induc- 
tance zero applied field procedure. A sample is placed 
within a coaxial set of coils and a low-frequency signal 
is applied. The change in mutual inductance (coupling) 
between the coils is proportional to the magnetic sus- 
ceptibility and can be calibrated in order to derive ab- 
solute values. This method has the advantage that the 
ac magnetic field imposed is generally only a few oersted 
and can be made very small if necessary. By insertion 
of this coil system within a solenoid magnet, the sus- 
ceptibility can then be measured as a function of ap- 
plied field. Portions of a typical installation are illus- 
trated in Figure 2.2 
Level Crossing Experiments 

In a typical paramagnet the Zeeman interaction, 
gpBHSz, causes a small separation of the magnetic en- 
ergy levels to occur, and it is the differing population 
among these levels caused by the Boltzmann distribu- 
tion which gives rise to the normal paramagnetic sus- 
ceptibi1ity.l~~ However, consider the situation in an S 
= 1 system as provided by either vanadium(II1) or 
nickel(I1) in octahedral coordination with energy levels 
as illustrated in Figure 3. The experiment to be de- 
scribed requires an oriented single crystal. Indeed, we 
require a uniaxial crystal system so that the local crystal 
field or molecular (2) axes are all aligned parallel with 
respect to a crystal axis. This is a particularly stringent 
condition. It is also necessary that the energy separa- 
tion D have the sign indicated, which is typical of V(II1) 
compounds but happens randomly with compounds 
containing Ni(I1). Then, in zero external field, typical 
paramagnetic susceptibilities which have been illus- 
trated frequently el~ewherel-~ are obtained, with xII (the 

E. Sinn, J .  Phys. C, 12, 293 (1979). 

Transition Metal Compounds”, Springer-Verlag, New York, 1977. 

985 (1976). 

98, 3523 (1976). 
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Figure 2. Experimental arrangement (not to scale) of magnet 
and coil systems for measuring field-dependent susceptibilities. 
This entire system is within a dewar and is surrounded by liquid 
helium. (Reproduced with permission from ref 2. Copyright 1979, 
The Institute of Physics.) 
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Figure 3. The lowest energy levels of Ni(I1) and V(II1) in uniaxial 
crystalline fields as a function of external magnetic field parallel 
(a) and perpendicular (b) to the principal molecular magnetic axes. 

susceptibility measured with the oscillating field parallel 
to the z axis) having a broad maximum, and ap- 
proaching zero at 0 K. Another way of saying this is 
that the magnetization for a small parallel field ap- 
proaches zero a t  0 K. 

But, now, let a large magnetic field be applied parallel 
to the unique crystal axis as indicated in Figure 3a.6 
One of the upper levels will descend in energy, and if 
the separation D is accessible to the available magnetic 
field, the two lower levels will cross and mix at  some 
level crossing field, Hlc, and continue to diverge at  
higher fields as illustrated. In the absence of magnetic 
exchange interaction the separation is simply gpu.gHlc = 
D. In the presence of exchange interaction zJ, the field 
at which the levels cross becomes gp&lc = D + JzJJ, 
where z is the magnetic coordination number and J 
measures the strength of the interaction between 

(6) K. M. Diederix, J. P. Groen, T. 0. Klaassen, N. J. Poulis, and R. 
L. Carlin, Physica B+C (Amsterdam), 97B, 113 (1979). 
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Figure 4. Pulsed-field magnetization curves of [Ni(C5H5N- 
0)6](cl04)2. Solid curves have been calculated for isothermal 
behavior with D / k B  = 6.51 K, z J / k B  = -1.41 K, and gll = 2.32, 
using the mean field approximation in eq 1. (Reprinted with 
permission from ref 7. Copyright 1977, North-Holland Publishing 
CO.) 

neighboring ions. We are using a molecular field ap- 
proximation here in which the individual interactions 
between the reference magnetic ion and the magnetic 
neighbors with which it is interacting are replaced by 
an effective internal magnetic or molecular field. The 
isothermal magnetization M (net alignment) with the 
applied field Ha parallel to all the z molecular axes is 
M = N o g p ~ ( S , ) ,  with 

(1) 

where h = gllp&,/kBT, d = D / k B T ,  and k B  is the 
Boltzmann constant. The quantity He is an effective 
field He = Ha + XM, where the molecular field ap- 
proximation is used once again. Thus, X is a molecular 
field constant, with value X = 2 IzJINogIl2pB2, and No is 
Avogadro's number. The magnetization calculated from 
eq 1 has a sigmoidal shape at low temperatures (2' << 
D/kB) ,  and a typical data set7 of magnetization as a 
function of applied field for a system with large zero- 
field splitting is illustrated in Figure 4. The level- 
crossing field is determined by the inflection point, and 
is about 50 kOe for [Ni(C5H5N0)6](C104)2. 

Alternately, the measured isothermal susceptibility, 
XT = dM/dH,, increases with field and attains a max- 
imum value at the crossing field.2 Other systems which 
have recently been found to behave in this fashion are 
[C(NH2)3]V(S04)2-6H207 and Cs3VC16'4&0.8 The 
analysis of the magnetization data has required the 
inclusion of the molecular field exchange interaction for 
all the nickel salts studied to date, but the exchange 
interaction has been found to be particularly weak in 
the vanadium salts. 

If all the z molecular axes could not be oriented 
parallel simultaneously to the external field but some 
were, for example, because of the particular crystal 
structure, oriented perpendicular to the applied field, 
then the energy level scheme in Figure 3b would apply. 
In this case, the energy levels diverge, there is no level 
crossing, and only paramagnetic saturation occurs, at 
high fields. This has been observed by applying the 
external field perpendicular to the unique axis of Cs3- 

(S,) = (eh - e-h)(ed + eh + e-h)-l 

VC16.4Hz0.8 

(7) J. J. Smit, L. J. de Jongh, D. de Klerk, R. L. Carlin, and C. J. 
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Figure 5. Specific heat of [Ni(C5H5NO)6](C104), as a function 
of temperature in various external fields applied parallel to the 
principal axis. (Reprinted with permission from ref 11. Copyright 
1978, North-Holland Publishing Co.) 

Special attention attaches to those systems, [Ni(C5- 
H5N0)6] (C10& and [Ni(C6H5N0),] (NO& being the 
best-known examples, in which the exchange interaction 
is subcritical but moderately strong ( z J / k B  - -1.5 K 
for both of these isostructural salts). These rhombo- 
hedral materials do not undergo magnetic ordering 
spontaneously in zero external field even as the tem- 
perature approaches 0 K, because D/kB is about 6 K 
for both of these materials and that is much larger than 
the subcritical exchange i n t e r a c t i ~ n . ~ ~ ~  Thus, the third 
law of thermodynamics is obeyed by single-ion pro- 
cesses, in which the total population lies in the m = 0 
level at T = 0 K. But notice that a twofold spin de- 
generacy (effective spin s' = 1/2) has been induced 
(Figure 3a) at Hlc when a field equal to Hlc in magnitude 
has been applied as described above. Since the ex- 
change interactions are not negligible, maintaining the 
sample at and then lowering the temperature ought 
to lead to a field-induced magnetic ordering. Such is 
indeed the case, as has been shown by both suscepti- 
b i l i t ~ ~ , ~  and specific heat measurements on [Ni(C5H5- 
N0)6] (C104)2.10J1 The latter measurements are illus- 
trated in Figure 5. Molecular field theory says that in 

(9) K. M. Diederix, H. A. Algra, J. P. Groen, T. 0. Klaassen, N. J. 

(10) H. A. Algra, J. Bartolome, K. M. Diederix, L. J. de Jongh, and R. 
Poulis, and R. L. Carlin, Phys. Lett. A, 60, 247 (1977). 

L. Carlin, Physica B+C (Amsterdam), 85B, 323 (1977). 

L. Carlin, Physica B & C (Amsterdam), 93B, 35 (1978). 
(11) H. A. Algra, J. Bartolome, L. J. de Jongh, C. J. OConnor, and R. 
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Figure 6. Magnetic phase diagram of [Ni(C5Hf10),](C10,),. The 
points are experimental; the curve through them is calculated, 
taking into account the third component of the triplet state. The 
curves labeled MF ignore this level. The system is antiferro- 
magnetic within the hemispherical region and paramagnetic 
without. (Reprinted with permission from ref 11. Copyright 1978, 
North-Holland Publishing Co.) 

the field-induced ordered state the moments should lie 
in the plane perpendicular to the external field, that is 
the xy plane of the rhombohedron. This has indeed 
been found to be the case,6 and thus these systems are 
examples of the X Y  magnetic model. 

Another feature of these results is that magnetic or- 
dering is still observed even if the applied field moves 
away from the level crossing field. The levels diverge 
(Figure 3a) on either side of HI,, of course, but if ex- 
change is strong enough, ordering can still occur. 
However, the further Ha is from HI,, the lower the or- 
dering temperature, T,, will be. This is also illustrated 
in Figure 5 ,  where the loci of the specific heat maxima 
are tracing out a phase diagram in the Ha-T plane. The 
derived results are presented in Figure 6. 

A similar phase diagram for tetragonal [Ni(thio- 
~ r e a ) ~ C l ~ ]  has recently been measured. l2 The zero-field 
splitting is larger in this salt than in the pyridine N- 
oxide systems, and the exchange interactions are also 
stronger. Thus, the antiferromagnetic phases are 
shifted to both higher temperatures and stronger fields 
for this system. 
Spin-Flop Phase Diagrams 

This type of phase diagram is more common. A hy- 
pothetical one was illustrated earlier (Figure l), and the 
phase diagram13 of the well-known chemical [Ni- 
(en)3](N03)2 is illustrated in Figure 7 as an example. 
This type of behavior is typical of systems with small 
anisotropy, which is generally caused by zero-field 
splitting and magnetic dipole-dipole effects. Long- 
range antiferromagnetic order occurs13 in this com- 
pound at  T,(O) = 1.25 K at  zero field. The bicritical 

Chem. Phys., in press. 

A. J. van Duyneveldt, Physica B+C (Amsterdam), 95B, 23 (1978). 

(12) A. Paduan-Filho, R. D. Chirico, K. 0. Joung, and R. L. Carlin, J .  

(13) C. J. O'Connor, S. N. Bhatia, R. L. Carlin, A. van der Bilt, and 
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Figure 7. Magnetic phase boundaries of [Ni ena](N0J2. The 
triangles refer to measurements with the applied field parallel 
to the easy axis while the circles refer to a perpendicular orien- 
tation. (Reprinted with permission from ref 13. Copyright 1978, 
North-Holland Publishing Co.) 

point is that point where the three phase boundaries 
meet. Below the bicritical point (0.62 K and 13.9 kOe 
in this case), increasing an applied field which is parallel 
to the easy a ~ i s l . ~  causes the sublattice magnetizations 
to flop perpendicular to the external field as the AF-SF 
boundary is crossed. This is a first-order phase tran- 
sition and is characterized by a readily observed sharp 
peak in the ac susceptibility as the boundary is trav- 
ersed. The other boundaries, antiferromagnetic to 
paramagnetic and spin flop to paramagnetic, are sec- 
ond-order transitions, and the field-dependent suscep- 
tibility exhibits a change in slope from which one can 
determine T,. Similar phase diagrams have also re- 
cently been observed for C~2[FeClb(H20)]'~ and K2- 
[FeC1h(HvO)1.15 - - -  

There are a number of reasons for studying such 
phase diagrams, not the least of which is that the shape 
of the phase boundaries as they meet at  the bicritical 
point is of intense current theoretical interest.16 
Furthermore, several of the magnetic parameters can 
be evaluated independently and with greater accuracy 
than from fitting the zero-field susceptibilities, for ex- 
ample. An anisotropy field, HA, can be defined17 as the 
sum of all those (internal) factors which contribute to 
the lack of the ideal isotropic interactions in a magnetic 
system. The most important factors are single-ion or 
crystal-field anisotropy and dipole-dipole interactions; 
if zero-field splitting alone contributes, then gkBHA = 
2lDl(S - lI2), where S is the spin of the magnetic ion. 
One may also define the exchange field, HE, which is 

a useful relative measure of the ideality of the isotropic 
exchange interaction. One can show by molecular field 
theory that HsF(O), the value of the antiferromagnetic 
to spin-flop transition field extrapolated to 0 K, is given 

(14) A. Paduan-Filho, F. Palacio, and R. L. Carlin, J .  Phys. Lett. 
(Orsay, I+.), 39, L-279 (1978); R. L. Carlin, S. N. Bhatia, and C. J. 0'- 
Connor, J. Am. Chem. SOC., 99,7728 (1977); C. J. O'Connor, B. S. Deaver, 
Jr., and E. Sinn, J.  Chem. Phys., 70, 5161 (1979). 

(15) F. Palacio, A. Paduan-Filho, and R. L. Carlin, Phys. Reu. B, 21, 
296 (1980). 

(16) J. M. Kosterlib, D. R. Nelson, and M. E. Fisher, Phys. Reu. B, 
13, 412 (1976); Y. Shapira and C. C. Becerra, ibid., 16, 4920 (1977); N. 
F. Oliveira, Jr., A. Paduan-Filho, S. R. Salinas, and C. C. Becerra, ibid., 
18, 6165 (1978). 

(17) L. J. de Jongh and A. R. Miedema, Adu. Phys., 23, 1 (1974). 

given by g/.lgHE = ~ z ~ J I S ,  and the ratio (Y = H A / H E  is 
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by HSF(0) = [2HaA - HA2]1/2 and that H,(O), the field 
of the spin flop to paramagnetic transition extrapolated 
to 0 K, equals 2HE - HA. Thus, observation to low 
temperatures of these boundaries allows a determina- 
tion of these quantities. All of these parameters have 
been evaluated for [Ni(en)3](N03)2, and the anisotropy 
field of 6.8 kOe could entirely be assigned to the zero- 
field splitting of the nickel Indeed, since T,(O) 
= 1.25 K and ID/kBl. = 1 K in this system, this method 
provides an unambiguous determination of the mag- 
nitude of the zero-field splitting. 

Unfortunately, HJO) is often very high, so that it is 
difficult to measure directly; it is estimated to be about 
150 kOe for Cs2[FeClS(H2O)], for example. In such 
cases, one can also make use of the relationship that 
x,(O), the zero-field susceptibility perpendicular to the 
easy axis extrapolated to 0 K, takes the value ~ ~ ( 0 )  = 
2M,/(2HE + HA), where M, = NgpBS/2 is the satura- 
tion magnetization of one antiferromagnetic sublattice. 
This relationship, in combination with that for HsF(O), 
can be used to determine HA and HE. 

If the applied field is perpendicular to the easy axis 
of spin alignment, then in a typical two-sublattice an- 
tiferromagnet there is simply a smooth boundary sep- 
arating the antiferromagnetic and paramagnetic states. 
That is, there is of course no spin-flop phase, as illus- 
trated in Figure 7. The boundary, extrapolated to 0 K, 
yields H,'(O), which is equal to 2HE + HA. 

It is interesting that, although all the boundaries in 
the H-T plane for a three-dimensional Heisenberg 
magnet generally lie a t  temperatures below T,(H = 0), 
this does not appear to be true for a linear-chain system. 
The zero-field behavior of Heisenberg one-dimensional 
systems has been described elsewhere.lp3J7 Consider the 
phase diagram of [ (CH3)2NHz] MnC13*2H20, a linear 
chain systemla with Tc(0) = 6.4 K and J/kB = -3.7 K.  
The phase boundaries above the bicritical point (at 6.0 
K and 14.7 kOe) bulge out to temperatures nearly 2 K 
above Tc(0). This behavior is common in linear chain 
systemslg and is due to the characteristic susceptibility 
behavior of the individual isolated chains. This is true 
even though the phenomenon being measured is the 
three-dimensional transition temperature, that is, the 
long-range ordering temperature describing the inter- 
action between the chains. Anisotropy, which is prob- 
ably due to dipole-dipole interactions favoring spin 
orientation perpendicular to the chain axis, causes the 
phase boundaries to differ for each orientation of the 
sample with respect to the field. 
Metamagne t s 

Antiferromagnets with a large anisotropy do not show 
a spin-flop phase, but instead they may undergo a 
first-order transition toward a phase in which there 
exists a net magnetic moment. Such compounds are 
usually referred to as metamagnets and are among the 
more complicated ones in analyzing the field-dependent 
ac susceptibility.20 Let us emphasize this topic by 
discussing the relatively simple example, [ (CHd2NH]- 
C O C ~ ~ . ~ H ~ O . ~ ~  This metamagnet22 was reviewed earlier 

(18) A. Paduan-Filho, A. van der Bilt, and R. L. Carlin, J.  Appl. Phys., 
50, 1836 (1979), and to be published. 

(19) W. J. M. de Jonge, J. P. A. M. Hijmans, F. Boersma, J. C. 
Schouten, and K. Kopinga, Phys. Reo. E ,  17, 2922 (1978); J. P. A. M. 
Hijmans, K. Kopinga, F. Boersma, and W. J. M. de Jonge, Phys. Rev. 
Lett.,  40, 1108 (1978). 

(20) E. Stryjewski and N. Giordano, Adu. Phys., 26, 487 (1977). 
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Figure 8. Phase diagram of the metamagnet, [(CH8)3NH]Co- 
C13.2H20. The ordinate indicates the applied field. (Reprinted 
with permission from ref 23. Copyright 1980, North-Holland 
Publishing Co.) 

as far as its zero-field susceptibility was concerned.' It 
was concluded that ferromagnetically coupled chains 
of cobalt ions along the b axis (Jo/kB = 15.4 K) are 
coupled by a ferromagnetic interaction J1 f kg 0.17 
K in the c direction. Then, these ferromagnetically 
coupled planes order antiferromagnetically below T, = 
4.18 K due to a weak interaction between the bc planes 
(J2/kB N -0,007 K) .  If an external magnetic field is 
applied parallel to the easy axis of antiferromagnetic 
alignment, then at  a certain field value the antiferro- 
magnetic arrangement is broken up. The system ex- 
hibits a first-order phase transition toward a ferro- 
magnetic state and the transition field (extrapolated to 
T = 0 K) is in fact a direct measure for J2. For [(C- 
H3)3NH]C~C13.2H20 examining x(H) for Hllc leads to 
a phase diagram as shown in Figure 8.23 The figure 
shows three distinct regions, which meet at a temper- 
ature of 4.13 K. This diagram resembles strongly the 
examples given above, but the phase lines have a com- 
pletely different meaning. This difference in meaning 
is as follows. 

With ferromagnets, the net internal magnetic mo- 
ment is large and acts to repel the external field. This 
is described by means of a sample-shape-dependent 
demagnetizing field which tends to counteract the ex- 
ternal field, causing the internal field to differ from the 
external field. 

In the weakly anisotropic systems that exhibit spin 
flop, demagnetizing effects are often small enough to 
be ignored, and one can equate the applied field Ha with 
the more relevant internal field Hi (=Ha - NM, N being 
the demagnetizing factor). This is generally not possible 
with metamagnetic systems, however, as AM at the 
first-order transition is no longer negligible. For such 
a system it is not possible for all spins to change ori- 
entation at the value of Ha where Hi reaches its critical 
value, because as soon as a number of spins are reori- 
ented, Hi is reduced and no further transitions are 
possible. As a result there will be a region of Ha, of 
magnitude NAM, where the phase transition takes place 
and where Hi remains constant a t  its critical value. 
Thus, the isothermal susceptibility, XT, over the 

(21) D. B. Losee, J. N. McElearny, G. E. Shankle, R. L. Carlin, P. J. 

(22) R. D. Spence and A. C. Botterman, Phys. Reu. B, 9,2993 (1974). 
(23) H. A. Groenendijk and A. J. van Duyneveldt, to be published. 

Cresswell, and W. T. Robinson, Phys. Reu. E ,  8, 2185 (1973). 
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Figure 9. Magnetic phase diagram of [ (CH3),NH]CoC13.2H20. 
The ordinate is the internal field, in orientation parallel to the 
c axis of the crystal. The tricritical point is indicated. (Reprinted 
with permission from ref 23. Copyright 1980, North-Holland 
Publishing Co.) 

“seemingly spin-flop’’ phase in Figure 8 remains con- 
stant a t  the value 1/N, and this phase is in fact a mixed 
(paramagnetic and antiferromagnetic) phase in which 
the transition takes place gradually with increasing Ha, 
This discontinuity in the magnetization disappears at 
the tricritical temperature T,, and the mixed phase of 
Figure 8 joins the second-order antiferromagnetic- 
paramagnetic boundary a t  this temperature (4.13 K). 

If plotted vs. the internal field, the phase diagram 
appears as a single smooth curve (Figure 9), consisting 
of a line of first-order points at temperatures below T,, 
going over to a line of second-order points above Tt. 
Tricritical points have been of enormous interest re- 
cently to both theorists and experimentalists. The 
latter group should be aware that in the above it is 
assumed that the ac susceptibility equals xT, the iso- 
thermal susceptibility, which is often not true. In the 
above-mentioned experiments large relaxation effects 
occurred in the mixed-phase region and the experi- 
mental determination of XT becomes very difficult. 
Concluding Remarks 

Our thesis is simple: external magnetic fields can 
perturb a magnetic system. In a magnetic measure- 
ment, especially a t  high fields, the external field can 
even change the magnetic behavior of a system. This 
is especially true when the sample is ordered. 

There are a number of other studies that require the 
application of an external field. The description pro- 
vided above of antiferromagnets was limited to two- 
sublattice systems. There are a number of materials 
which consist of more than two magnetic sublattices. 

For example, different spin arrangements have been 
proposedz4 for LiCuC13.2Hz0 for the external field 
parallel to the easy spin direction, depending on the 
strength of the field lying between the values 0 and 12 
kOe, 12 and 32 kOe, 32 and 56 kOe, or higher than 56 
kOe. Different transitions were also observed when the 
orientation of the external field was varied. 

Or, the specific heat of Csz[FeBr5(HzO)] exhibits25 
magnetic ordering peaks in zero external field a t  14.06 
and 12.92 K. This implies that there is a spin reori- 
entation: one type of magnetic order sets in a t  the 
higher temperature and changes to some other spin 
arrangement a t  the lower temperature. Field-depend- 
ent studies such as described above will be required in 
order to determine the nature of the ordered states. 

Few magnetic phase diagrams have been determined 
below 1 K, simply because of experimental difficulties. 
Our recent measurement26 of the susceptibilities of 
[Co(C5H5NO)6](N03)2 (T,  = 430 mK), the only exam- 
ple2’ of the S = 1 / 2  three-dimensional X Y  antiferro- 
magnet, have been difficult to interpret because the 
susceptibility measured in the X Y  plane does not go to 
zero as we anticipated as the temperature goes to zero. 
The determination of the field-dependent phase dia- 
gram should help to unravel this question. 

Finally, a problem of current theoretical and exper- 
imental interest concerns the tetracritical point which 
occurs in antiferromagnets which are homogeneous 
mixtures of different ions (such as Mn2+ and Fez+) of 
competing spin anisotropies. Composition thus be- 
comes a variable on the phase diagram, as well as tem- 
perature and applied field. Though neutron diffraction 
is an important element in the study of such phenom- 
ena, susceptibility studies have also been important. 
One system studied in detail to date is K2Mnl,Fe,F4.28 
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